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Abstruct- A motion detector system uses an array of 93 
photodiodes integrated along with processing circuits to detect the 
motion of a printed random pattern on a hall used in a pointing 
device application. It is based on the detection and tracking of 
spot edges passing over a matrix of pixels during the period 
between two light pulses. Motion in z and y directions is estimated 
by aggregating local information about moving edges over the 
photosensitive pixels. The 4.4 x 4.3 mm2 chip detects the ball 
motion from 0 to 11.8 ids with a resolution higher than 800 dpi 
over a 100-2000 mW/m2 light-intensity range. 

I. INTRODUCTION 
PTICAL motion detection of a moving ball with a 
printed pattern on its surface overcomes the foregoing 

limitations of the prior art of pointing devices by eliminating 
entirely the use of mechanical parts like the shaft encoders 
and their associated encoding wheels and rollers. Optimization 
of the pointing device microsystem as a whole, taking into 
account size, power consumption, and cost limitations to 
ensure simple manufacturability, imposes constraints on its 
different components that will not necessarily result in an 
optimum for each component. Simplicity of the printed pattern 
on the ball, low power consumption and small chip size 
considerations have driven the design of the CMOS motion 
detector sensor presented in this paper. 

Several solutions have been proposed in the past for the 
design of optical pointing devices such as the mouse or 
the trackball based on an image sensor [1]-[6]. R. F. Lyon 
developed an innovative optical mouse design that integrated 
sensors along with the processing onto the same chip. His 
design required a particular working surface consisting of 
a hexagonal grid of light dots on a dark background and 
the comparison of successive snapshots providing a sequence 
of bitmaps that can be interpreted in terms of direction 
and amount of movement. To relax the requirements on 
the working surface, other correlation techniques have been 
developed, based on the comparison of two images stored at 
two different times shifted with respect to each other [3] .  This 
solution requires to quantize and to store digitally the image, 
before computing the correlation between shifted versions of 
the stored image and the current one to determine the direction 
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of greatest correlation as the direction of the movement. Any 
regular or irregular grey-scale pattern can therefore be used 
as an operating surface. However, quantization can result in 
a problem in the presence of illumination gradients added 
to the image and resolution is limited to the pitch between 
photodiodes. Circumventing previous limitations, J. Tanner has 
developed an attractive solution 141. His circuit uses analog 
values of intensity of any kind of printed pattern to compute 
velocity continuously. Based on analog circuits integrated 
alongside the photodiodes, it extracts the velocity of the image 
from locally measured derivatives, and aggregates local infor- 
mation to compute a global result taking advantage of analog 
collective computation. Although this solution circumvents 
previous limitations, it is still unsuitable for our intended 
application from the point of view of power consumption, 
since it requires continuous illumination of the surface, which 
draws most of the microsystem power consumption. 

The approach we present in this paper is improving on 
the performances of the previously proposed solutions by 
reducing the system power consumption by at least two orders 
of magnitude, by increasing the tracking resolution to above 
800 dpi, and by requiring only a randomly-sized, -shaped and 
-positioned two-level intensity pattern printed on the surface 
of the ball instead of a precise regular pattem. 

The next section describes the microsystem and resulting 
specifications and constraints on the chip. Section I11 presents 
the principle used for estimating the direction and speed of 
motion of the ball and Section IV discusses some particular 
points of interest about circuit design and on-chip test con- 
siderations. A performance summary will be presented before 
drawing conclusions. 

11. MICROSYSTEM DESCRIPTION: 
CONSTRAINTS AND SPECIFICATIONS 

Fig. 1 shows the different components of an optical motion 
detection microsystem. It is composed of a ball with a printed 
pattem of spots that contrasts with the background color; 
LED’s to illuminate part of the ball; a lens to focus an image 
onto the surface of the chip; a CMOS chip composed of an ar- 
ray of photodetectors and processing circuits outputting signals 
converted to two 5-b digital words fed to a microprocessor that 
establishes the protocol for communications with the personal 
computer and generates required interrupts. 

Optimizing a microsystem in terms of size, cost, power 
consumption, and manufacturability requires tradeoffs for es- 
tablishing the component specifications and imposes some 
constraints on the design of the chip. In particular, to simplify 
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Fig. 1. Pointing device microsystem. 

manufacturability of the ball and decrease its cost, the pattern 
on its surface is composed of random-shape, -position and 
-size spots. The minimum spot size has been nevertheless 
specified larger than the pitch between two photodiodes, in 
order to ensure that its surface projected onto the chip always 
covers at least one photoreceptor and therefore its tracking is 
not lost. The minimum ratio between the two reflectances R 
on the ball (spot and background) is measured above three, 
which in terms of optics definition corresponds to a contrast 
(R,,, - Rmin)/(Rmax + Rmin) better than 50%. 

For an illumination of the ball specified in the range of 
100-500 mW/m2, the microsystem overall power consumption 
is mainly due to the current flowing in the LED (mA-range). 
To cut power consumption to an average of a few pA, we 
use a pulsed LED with typically 10-ps pulses at a maximum 
frequency of 1 kHz. This frequency is calculated to comply 
with the specification of the maximum speed to be detected, 
i.e., 10 ids .  Moreover, the ball being idle most of the time in 
normal use, the frequency of illumination is controlled by the 
microprocessor to reduce power consumption considerably [7] .  

111. MOTION DETECTION METHOD 

When the ball is moving, spots are displaced over the 
array of photodetectors. In addition of being sampled in time 
by the light pulses, the position of a spot is also sampled 
spatially by the array of photodiodes in the x and y directions 
(300 pm pitch). Moving spots at times t and t - 1 cover 
two different sets of photodiodes forming different patterns 
(Fig. 2). Therefore, spatial sampling of random-size and - 
shape spots makes the use of pattern matching techniques 
to detect the direction of motion difficult. To circumvent 
this drawback, a simple solution for motion detection can be 
devised when observing that, as specified at maximum rotating 
speed, a spot is never displaced by more than the pitch between 
photoreceptors during the period between two light pulses, and 
furthermore that relevant data about displacement of a two- 
level intensity image during that period is carried essentially 
by the spot edges passing over photodiodes. For example, 
in Fig. 2,  only photodiodes A through F put out different 
amounts of photocurrents at times t - 1 and t. During these 
two time periods, the ratio between their output current and 
that of the neighboring photodiodes are different, signalling 
the motion of an edge. 

spot at 
time 1-1 

spot at AY P t-1 
t i m e t  

Fig. 2. Spot displacement and detected edges between photodiodes. 

For the particular case of a two-level intensity pattern, we 
define an edge between two photodiodes as occurring when the 
ratio between their photocurrents is higher than a given factor 
n (conversely, lower than a factor l/n). This factor must be 
larger than one to avoid problems related to noise and to the 
mismatch of analog circuit components, but lower than the 
minimum measured ratio of three between the two reflectances 
composing the pattern. Its implementation is discussed in the 
next section. Detection of an edge is thus a local processing 
only requiring data between neighboring photodiodes. It is 
independent of the overall level of a uniform illumination since 
it is based on the ratio of photocurrents depending upon the 
product of the ball reflectance and the level of illumination. It 
is also tolerant to illumination gradients across the photodiode 
array, providing the variation of illumination level between 
two neighboring photodiodes is not bigger than the current 
ratio defining the edge. 

Global information about motion of the image is carried 
by the set of edges moving across the photosensitive array. 
To derive the displacement components Ax and Ay between 
two light pulses, let us examine two particular examples. 
Consider first that a randomly-sized and -shaped spot moves 
exactly the pitch distance P between two photodiodes in the 
x direction during the period between two light pulses: all 
vertical edges present between photodiodes laid out in the x 
direction must then move by exactly the distance P in that 
direction. Consequently, all vertical edges will be reporting 
moving. Now, consider that a spot is moved by less than 
the pitch P (Ax < P):  since the spot edges are randomly 
distributed over a regular-spaced array of photodetectors, only 
edges positioned at t- 1 at a shorter distance from a photodiode 
than the displacement value A x  can move over a photodiode. 
For example, in Fig. 2, a spot composed of six vertical edges 
(3, 5, 7, 10, 11, 12) and six horizontal edges (1, 2, 4, 6, 8, 9) 
at time t is displaced of A x  = Ay = P/2. Between t - 1 and 
t ,  only vertical edges 5 ,  10, and 11 have moved across their 
respective photodiode in the x direction. Horizontal edges 1, 
2, and 9 have moved across a photodiode in the y direction. 
Provided that the displacement of the focused image of the 
ball onto the surface of the chip is smaller than the pitch 
between photodetectors, a good estimation of the displacement 
between two light pulses in the x, respectively the y direction, 
normalized to the pitch distance P, is given by the ratio of 
edges moving in one direction over the total number of edges 
present between photodiodes laid out in that direction. To 
simplify the implementation on chip, direction of displacement 
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can be taken into consideration by subtracting the number 
of edges moving in one direction from the number of edges 
moving in the opposite direction 

where R and L represent the number of vertical edges 
moving respectively to the right and to the left, U and D 
represent the number of horizontal edges moving respectively 
up and down, and E, represent the total number 
of vertical and horizontal edges, respectively, detected in the 
image. 

Examining (1) and (2) reveals an interesting property of the 
presented motion detection method. Because E, (respec- 
tively CE,) are in the denominator, the higher the number 
of edges, the more resolution we get from the estimations 
(1) and (2). In other words, by tracking edges of random- 
position, -shape, and -size spots, the minimum detectable 
displacement is smaller than the distance between photodiodes, 
and the resulting subpixel resolution only depends on the 
total number of edges present on the photosensitive matrix. 
This is intuitively understood when considering that for edges 
randomly positioned on the image, the higher the number of 
edges, the higher the probability that at least one edge is 
crossing over the photodiode for any given small displacement. 
This property relaxes the constraints on the minimum pixel 
size for a specified resolution. 

E, and 

Iv. SYSTEM AND CIRCUIT DESIGN CONSIDERATIONS 

Given a spot density and a pixel size, the number of edges 
present in the image at a given time, and therefore resolution, 
can be increased by increasing the size of the ball area focused 
onto the chip, that is the number of pixels on the photosensitive 
matrix. For our application, the pitch between photodiodes 
(pixel size), spot density, and size, as well as the number 
of pixels in the matrix, have been designed to comply with 
a tracking resolution higher than 800 dpi. A matrix of only 
75 pixels defined in between a 93-photodiodes array is then 
required, illustrating the fact that a large number of pixels 
is not always needed for the implementation of low-level 
vision tasks like motion detection: taking advantage of local 
and collective processing can result in small size vision chips 
optimized for a particular task. 

To estimate the local displacement of the spots, each pixel 
is composed of the following parts (Fig. 3): 

*an image acquisition circuit composed of a photodiode and 
a current amplifier captures up to 1000 snapshots of the 
ball surface per second at the specified illumination level; 

*an edge detection block, composed of current mirrors, 
current comparators, NAND's, and latches detects and 
stores information about edges at times t and t - 1; 

*a switch-logic block computes and outputs the local esti- 
mate of the displacement. 

Fig. 3 .  Pixel block diagram without on-chip test. 

t-dtsvoI I h r  4 r  

Fig. 4. Image acquisition circuit 

A. Image Acquisition 

The primary function expected from the image acquisition 
circuit is to extract reflectance information about the image 
and output a current which compared to the neighboring 
currents yields information about spot edges. In the particular 
case of a two-color image with a minimum ratio between 
reflectances larger than three, faithful restitution of a grey- 
scale image is not required as long as information about edges 
can be preserved and extracted, which relaxes the constraints 
on circuit precision. However, at the specified illumination 
conditions (light pulses of 10-20 ,us and illumination range 
of 100-500 mW/m2), the carriers generated by incident light 
and collected by a reverse-biased n-well diode (70 x 70 pm2) 
used as a photodetector yield a current too small (less than 
1 nA) to drive the input capacitance of the current comparator 
in the specified time. Amplification of the photodiode current 
is thus required and is provided by the circuit shown in 
Fig. 4. Similar to what is done in most CMOS imagers, small 
currents can be integrated on a small capacitor C in feedback 
with a common source amplifier (transistor TI loaded by a 
current source Ib provided by Tz). But instead of periodically 
switching transistor T3 to reset the charges across the capacitor 
before each snapshot, we take advantage in this particular 
application of the pulsed light to avoid any clock signal in the 
circuit, thus eliminating charge injection problems on the small 
capacitor C of about 40 fF. T3 is biased with a constant gate 
voltage which sets its saturation current Isat3 around 100 PA. 
When the illumination is switched off, the photocurrent I ~ D  
is smaller than Isat3 and T3 is operating in its conduction 
mode'shorting C. Drain-source voltage across T3 sets to allow 
current I b  >> Isat3 to flow through transistor TI. When the 
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Fig. 5. Typical image acquisition circuit output current 

illumination is turned on, photocurrent I ~ D  is larger than ISsat3 

and T3 enters in saturation mode. Current IPD - Isat3 is then 
integrated across capacitor C. Assuming a pulse of current 
IPD proportional to the pulse of light, the output voltage can 
be approximated by 

( 3 )  
1 
C 

Voltage V, is then converted to a current by transistor T5 
from which the bias current I, is subtracted to yield Iph ,  

mirrored by transistors TG-Tlo 

K ( t )  = b ( 0 )  + - ( IPD - Issat3)t. 

where VT is the transistor threshold voltage, p5 = pC,, 
W5/L5, and n is the slope factor corresponding to the slope of 
the VC versus pinch-off voltage (V,) characteristic [8]. Fig. 5 
shows two measured current outputs for two input currents 
corresponding to black and white intensity levels in a ratio of 
two and for a light pulse of 20 ps. Notice the delay between 
the light pulse and the output current pulse due to the diffusion 
time of carriers actually generated at a depth depending on the 
light wavelength, with typical penetration depths in the order 
of few pm for green light and a few tenths of pm for infra-red 
light, which are larger than the well depth. 

Although transistors TI and T5, respectively T2 and T4, are 
matched (same dimensions), drain voltage modulation and the 
voltage across T3 are designed to provide a current IT, about 
10% larger than current 4. This ensures a minimum current 
to flow in the current mirror Ts-Ts keeping the transistors 
saturated, and therefore complies with speed requirements. 

B. Edge Detection and Storage 
from the pixel amplifier and from 

the right and upper neighbor amplifiers (Fig. 3 )  are fed into 
latched current comparators controlled by the signal “Reset.” 
“Reset” is turned ON at the beginning of the light pulse to 
preset the comparators and turned OFF typically 5 ps after 
the end of the light pulse, providing thus a comparison when 
the input currents are close to their peak value (Fig. 5). When 
the pixel current is either smaller or bigger than the neighbor 
photocurrent by a given factor, logic combinations of the 
comparators output by three NAND’s signal the presence of 
a vertical edge (E,) between the pixel photodiode and its 
right neighbor, respectively, a horizontal edge ( Ey ) between 
the pixel photodiode and its upper neighbor. The sign of the 
gradient of the edge seen from the pixel ( S )  is also determined 
to differentiate between negative and positive edges at two 

Copies of I p h  and 

displaced displaced Edgex displaced displaced Edgey 
Right (R) Left (L) (EX) Down (D) Up (U) (E\) 

Fig. 6.  Local computation of motion. 

consecutive light pulses. The three latched current comparators 
hold the information about the position of the edges after light 
is off. Before each light pulse, information about edges at 
the previous pulse has therefore to be shifted in three latches 
controlled by the signal “Shift,” to hold Ey(t-l), and 
S(t-1). 

C. Local Displacement Estimate 
Between light pulses, a switch-logic block (Fig. 6) computes 

the local estimate of the displacement of a vertical edge (E,) 
to the right (R)  or to the left (L ) .  Respectively, a similar 
block computes the local estimate of the displacement of a 
horizontal edge (Ey) in the up ( U )  or down ( D )  directions. 
This computation is simply done by correlating the information 
about edges and their sign at time t in the pixel with the 
information at t - 1 in the neighbors. For example, on a 
given pixel, an edge E, with a gradient sign S is signalled 
to have moved right if an edge with the same gradient was 
signalled on the left pixel at time t - 1 (E,l(t-l) = and 
Sl(t-l) = S(t)  is then true). To simplify the implementation 
of the sum (E) in (1) and (2) ,  the circuit injects a current 
of 100 nA when the corresponding output (E,, E y ,  R, L ,  D,  
and U )  is true on the respective wire of a six-line analog bus. 
Each pixel feeding the bus in parallel, the total current value on 
each wire carries respectively the sum of edges moving in one 
of the four directions (ER ,  L, U, D) and the total 
number of edges present in the x and y orientations (E E, 
and C E , )  at time t .  The current is generated on-chip by a 
current reference block (Fig. 1). Its value needs to be high 
enough to drive the following stages in the specified time, 
but does not need to be precise since only current ratios are 
computed in the following stages. 

D. Global Displacement Calculation 

The previous six-current values are processed outside the 
matrix to compute Ax/P and Ay/P according to (1) and 
(2 ) .  Two absolute-value circuits implement the numerator 
of (1) and (2) ,  respectively (Fig. 7). They detect the sign 
of the difference (motion direction) and accordingly swap 
positive and negative inputs to achieve the absolute value 
which is fed to two A D  converters. Multiplying algorithmic 
A D  converters [9] operating in the current mode compare 
the absolute values to fractions of E,, respectively Ey, 
to output a 4-b digital word which, combined with their 
respective sign, feeds the external microprocessor serially. The 
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Fig. 7. Global displacement calculation. 
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Fig. 8. Chip micrograph 

state machine (Fig. 8) controls the communication protocol 
and provides signals for the pixel matrix during normal 
operation as well as during the test procedure. 

E. On-Chip Test 

Because it is not practical with modern test equipment to 
focus an image onto the chip during on-wafer test procedure, 
each pixel is tested on-chip by injecting a current Itest in 
parallel with the output of the current amplifier (Fig. 9). A 
current reference is implemented on-chip in order to limit 
input/output test vectors to digital values. Using two shift 
registers (one for column and one for row) controlled by 
the state machine, a sequence of patterns simulating image 
displacements is injected into the matrix and serves as basis 
to test analog and digital processing blocks in each pixel, as 
well as the global calculation block (absolute value circuit and 
A/D converter). Means to scan out the digital values of E,, E,, 
and S and the analog values of the photodetectors have also 
been implemented on-chip to allow for proper characterization 
and debugging during the design phase. 

v. PERFORMANCE SUMMARY AND CONCLUSION 

The chip (4.4 x 4.3 mm2 without scribe lines) has been 
implemented in a 2-pm CMOS low-power and low-voltage 
technology to allow an operating voltage range of 2.4 to 5.5 V. 
Fig. 8 shows a micrograph of the circuit implementing image 
acquisition and displacement estimation. The pixel matrix is 
laid out in a round shape corresponding to the optics field of 
view. Thanks to the use of a bidirectional inlout pad, only 
four pads are needed (two for supply voltages, one for clock 

I I I I  I I 
edge and sign of gradient detection 

scan out 

A 
=& Ex IS E y  digital 

‘test J scan out 

selE, 71 selS selEy I 1  
Fig. 9. On-chip test. 

and one for data idout). For a given ball with a random 
pattern printed on its surface and for illumination ranges of 
100-2000 mW/m2, experimental results show that the motion 
detector system is able to detect ball movements in the range of 
0-1 1.8 i d s  with a resolution higher than 800 dpi. The current 
consumption is smaller than 25 p A  in the idle mode, which 
corresponds to most of the pointing device operating time, 
and can be decreased below 3 pA in a sleep mode. Only 75 
pixels, each containing a photoreceptor and local processing 
circuits (38 analog and 102 digital transistors) are needed for 
the specified resolution. When some of the 75 pixels are not 
functional or part of the image is covered by dust, resolution 
decreases as a function of the number of nonworking pixels, 
since its value depends on the number of edges detected by 
the photosensitive matrix at a given time. 

The image sensor presented here shows an example of 
the processing capabilities offered in particular by analog 
VLSI [lo]. Exploiting parallel local information and global 
aggregation of that information provides subpixel resolution 
and graceful degradation properties as well as a dense chip 
implementation, resulting in an industrial attractive solution. 
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