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Abstract—A vision sensor for low-cost, fast, and robust vision
systems is described. The sensor includes an on-chip analog com-
putation of contrast magnitude and direction of image features. A
temporal ordering of this information according to the contrast
magnitude is used to reduce the amount of data delivered. This
sensor, realized in a 0.5- m two-poly three-metal technology, fea-
tures a contrast sensitivity of 2%, a contrast direction precision of

3 , and an illumination dynamic range of 120 dB. Applications
with uncontrolled lighting conditions are ideal for this sensor.

Index Terms—Analog VLSI, CMOS vision sensor, contrast com-
putation, early vision, orientation computation, temporal coding.

I. INTRODUCTION

T HERE IS AN increasing demand for low-cost and com-
pact vision systems performing a fast and reliable analysis

of visual scenes, even under extreme lighting conditions. Taken
together, these requirements seem difficult to be met by today’s
conventional image sensing and signal-processing approaches.
Particular challenges reside in the problems of extracting only
pertinent image features and to achieve a stable feature repre-
sentation, largely independent on the conditions and variations
of lighting.

In general, relevant visual information, such as object
contours, is represented by the changes in intensity (spatial
gradients) rather than absolute intensity values. Reducing
the image information to significant changes in intensity
considerably lessens the computational burden for further
processing steps. However, the magnitude of local differences
in intensity or spatial gradients, if generated by the differential
reflection properties of objects, varies in direct proportion with
the strength of the illuminant. This renders any extraction of
significant spatial gradients inherently unstable. On the other
hand, a measure of local contrast does not have this disadvan-
tage, as by normalization it discards the strength of illumination
sources. It is obvious that, for representing contrast, the image
sensing requires a higher dynamic range to capture the span of
scenic intensities.
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A fast and efficient implementation can be achieved by
shifting part of the signal processing to the pixel itself. A
survey of the literature shows a tendency toward this direction
[1]–[5].

The vision sensor described in this paper is a step toward
fulfilling the following requirements by incorporating essential
image-processing operations on the sensor chip:

1) auto-exposure at the pixel level introduces a high dynamic
range;

2) real-time operation is achieved by pixel-parallel analog
computation of contrast magnitude and direction;

3) post-processing is facilitated by a data communication
scheme, which allows to convey only significant image
information ordered according to signal magnitude.

In [6], we described a current mode implementation of a vision
sensor delivering the spatial gradient magnitude and direction
of image features. This paper is an extension to what has been
done in [6] by using a voltage-mode implementation to com-
pute the contrast magnitude and direction of image features. The
main advantages of this approach are: 1) a contrast representa-
tion, discarding the strength of illuminants (the implementation
realized in [6] provided only gradients) and 2) a much better
accuracy of the device allowing to detect weak contrasts (2%)
over a wide range of illumination (120 dB).

The remainder of this paper is organized as follows. Section II
describes the principles of operation. In Section III, the imple-
mentation is discussed in details. Section IV presents measure-
ment results. Finally, Section V draws conclusions.

II. OPERATIONAL PRINCIPLE

The purpose of the processing performed at the pixel level
is to build representations of contrast magnitudes and contrast
directions. Contrast direction is a powerful clue for performing
recognition operations. Furthermore, the contrast magnitude in-
formation is used to temporally dispatch the feature information
of each pixel, prioritizing pixels with a strong contrast magni-
tude. In a visual scene, pixels with a high contrast can be sparse
[7], and are mostly associated with important information such
as object boundaries [8]. Dispatching information by decreasing
order of contrast magnitude has two main advantages: signifi-
cant information is delivered first and the amount of data dis-
patched out of the circuit can be reduced to the information
needed to perform a given task. Operations performed at the
pixel level can be divided in the following successive steps:
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Fig. 1. Contrast generation.

Step 1) build-up of a contrast representation;
Step 2) computation of contrast magnitude and direction;
Step 3) ordered dispatching of this information.

A. Contrast Representation

The traditional approach to acquire an image with a CMOS
imager consists of integrating on a capacitor, in each pixel
of an array, the photocurrent delivered by a photodiode for a
fixed exposure time. Without saturation, the resulting voltages
are then proportional to the photocurrents. Here, similarly
to [9]–[12], instead of integrating photocurrents for a fixed
duration, photocurrents are integrated until a given reference
voltage is reached. The principle is illustrated in Fig. 1, where
a central pixel and its four neighbors are considered (left,
right, top, and bottom). In each pixel, the photocurrent
is integrated on a capacitor . The resulting voltage is
continuously compared to a reference voltage . Once
reaches , the central pixel samples the voltages, , ,
and of the four neighboring pixels and stores these voltages
on capacitors. The local integration time is given by

(1)

Let be the photocurrent in neighbor, the sampled voltage
will be

(2)

Thus, voltage is independent of the illumination level and
depends only on the ratio of the photocurrents generated in
pixels and . With the assumption that the photocurrent
of the central pixel corresponds to the average of its four
neighbors, which is mostly fulfilled with the spatial low-pass
characteristics of the optics, one has

(3)

Fig. 2. Computation of contrast magnitude and direction.

Combining (2) and (3) and solving for gives

(4)

Similarly, for , one gets

(5)

Notice that (4) and (5) are equivalent to the definition of the
Michelson contrast with the standard notation

(6)

where is the luminance.
Therefore, voltages and can be considered

the and components of a local contrast vector. These com-
ponents depend on the relative change of luminance captured by
the group of 3 3 pixels, which is independent of the illumi-
nation level. If the illumination level is decreased by a factor of
three, as illustrated in Fig. 1, the time elapsed between the start
of the integration and the sampling of the four neighbors is three
times longer so that the sampled voltages remain the same.

B. Computation of Contrast Magnitude and Direction

The computation of the contrast direction and magnitude of
the contrast vector defined in (4) and (5) is illustrated in Fig. 2.
For each pixel, the projection of the local contrast vector on a
rotating unit vector is continuously computed. This projection

is given by

(7)

where and are two steering functions distributed
to all pixels in parallel, which correspond to the components of
.
When points in the same direction as the local contrast

vector, goes through a maximum. Thus, is a sine wave
whose amplitude and phase represent the magnitude and direc-
tion of the contrast vector.

C. Data Output

To illustrate the data output, a frame acquisition and the
whole sequence of operations for two pixelsand is shown
in Fig. 3. During a first phase, photocurrents are integrated. The
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Fig. 3. Data output principle (two pixelsa andb are represented).

steering functions are then turned on. During the first steering
period, and go through a maximum, which is
detected and memorized by a simple maximum detector (peaks

and ). During the subsequent periods, a monotonously
decreasing threshold function is distributed to all pixels in
parallel. In each pixel, this threshold function is continuously
compared to this maximum. To output the contrast magnitude,
a pulse encoding the address ( ) of the pixel is emitted on
a communication bus [13], [14] when the threshold function
reaches the maximum of the individual pixel. Thus, the contrast
present at each pixel is time encoded, with the high contrasts
preceding the lower ones. This scheme allows to limit data
transmission to pixels with a contrast higher than a given
value by stopping data transmission. To dispatch the contrast
direction, a pulse is emitted on the communication bus at the
first zero crossing with positive slope that follows. By this, the
contrast direction is ordered in time according to the contrast
magnitude. Without gating of the contrast direction by the
contrast magnitude, each pixel would fire a pulse at the first
occurrence of the zero crossing. Notice that the zero crossing is
shifted by 90 with respect to the maximum of .

D. Edge Thinning

To further reduce the amount of data transmitted by the
sensor, an edge-thinning algorithm, commonly referred to as
nonmaximum suppression (NMS), is implemented at the pixel
level. The purpose of this algorithm is to keep only the ridge of
contrast, reducing edges to a one-pixel width marking. Taking
advantage of the temporal ordering of contrast magnitudes
leads to a very efficient implementation of this algorithm.

Let us first consider the one-dimensional profile of contrasts
represented in Fig. 4. A local maximum of contrast occurs when
the left and right neighbors have a lower contrast value than the
central pixel. Taking advantage of the temporal ordering of con-
trast magnitude, the implementation of the NMS algorithm boils
down to inhibit the transmission of the feature information in
the left and right neighbors. This occurs once the decreasing
threshold function becomes lower than the local contrast value.
In Fig. 4, inhibition starts from pixel to propagate in the left

Fig. 4. Principle of the one-dimensional NMS algorithm.

Fig. 5. Block schematic of a pixel.

and right directions as the threshold is decreased. Later, inhibi-
tion starts from pixel . The two-dimensional implementation
of this algorithm requires to inhibit neighboring pixels only in
the direction perpendicular to the ridge of contrast. The propa-
gation of inhibition is restricted to the horizontal and vertical di-
rections. For directions of contrast closer to horizontal, the left
and right neighbors are inhibited. For directions closer to ver-
tical, the top and bottom ones are inhibited.

III. I MPLEMENTATION

A block diagram of a pixel is illustrated in Fig. 5. Thepho-
tocurrent integration and sampling blockintegrates the pho-
tocurrent on a capacitor, dispatches the resulting voltageto
the four neighbors, and compares this voltage to voltage
in order to trigger the sampling of voltages , , , and

provided by the four neighbors. Thefour-quadrant multi-
pliers block implements the multiplication of these four volt-
ages by a sine and a cosine functions. The output of the mul-
tipliers is a current representing the function . It is
fed to a maximum detector, which detects and holds the max-
imum of , and to a zero-crossing detector, which emits a
pulse at the occurrence of a zero-crossing with a positive slope.
The output of the maximum detector is compared with the de-
creasing global threshold function . Upon matching, signal
EN goes high, triggering the emission on a communication bus
of a pulse encoding the address of the pixel. The pulse encoding
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Fig. 6. Circuit schematic of the photocurrent and sampling block.

the contrast direction is emitted at the first zero crossing that
follows. Following the emission of the contrast direction pulse,
the zero-crossing detector is inhibited to prevent the pixel from
sending pulses at each subsequent zero crossing. TheNMS block
inhibits the emission of the contrast magnitude and contrast di-
rection when the local contrast magnitude is not a local max-
imum. For test purposes, a pulse is emitted on the communica-
tion bus simultaneously to the sampling of the four neighbors.
As the time when the pulse is emitted is inversely proportional
to the photocurrent, this feature offers the possibility to display a
gray-level image of the visual scene. The implementation of the
maximum detector is described in [6], whereas the zero-crossing
detector is described in [6] and [15]. The other blocks are de-
tailed below.

A. Photocurrent Integration and Sampling Block

The function of this block is to generate four voltages inde-
pendent of the illumination level. Fig. 6 shows the schematic of
the photocurrent integration and sampling block. When signal
RST is high, capacitor is reset to voltage . Transistor

together with OTA1 maintain a constant voltage across the
photodiode so that the photocurrent is not integrated on the par-
asitic capacitance of the photodiode. The tranconductance am-
plifier has an asymmetrical input differential pair to generate a
voltage around 25 mV. The voltage follower made of MP1
and MP2 is a simple p-type source follower in a separate well
to get a gain close to one and minimize the parasitic input ca-
pacitance. Voltage is distributed to the four neighbors and
compared to a reference voltage . At the beginning of the
photocurrent integration, signal SMP is high. Whenreaches

, signal SMP, which is fed to thefour-quadrants multiplier
block, goes down.

B. Analog Multipliers

This block implements the multiplication of the voltages de-
livered by the neighbor pixels by a sine and a cosine func-
tion, as illustrated in Fig. 7. Transistors – implement two
four-quadrants multipliers operating in strong inversion [16],
[17]. At the beginning of a frame acquisition, signal SMP is high
so that , , , and are applied to the gates of transistors

Fig. 7. Circuit schematic of the double analog four-quadrant multiplier.

Fig. 8. NMS circuit schematic.

– . When signal SMP goes low, these four voltages are
held on the parasitic gate capacitances of– . The signed
cosine and sine functions are generated as two differential volt-
ages applied by class-AB amplifiers to the sources of these tran-
sistors. The output of the multipliers is the sine current, of
which amplitude and phase represent the magnitude and direc-
tion of the contrast, respectively.

C. Nonmaximum Suppression Block

Fig. 8 illustrates the schematic of the NMS block. The func-
tion of this block is to prevent the neighboring pixels in a di-
rection perpendicular to the ridge of contrast from sending their
feature information once matches the output of the max-
imum detector. Prior to the activation of this mechanism, the
direction (horizontal or vertical) in which the inhibition must
occur has to be determined and stored in each pixel. To this end,
signals and are digital signals generated by a control
block in relation with the sine and cosine functions to indicate
the direction of inhibition corresponding to a given orientation,
as illustrated in Fig. 9. These signals are advanced by 90with
respect to the rotating vector to take into account the phase shift
between the zero crossing with a positive slope and the orien-
tation of the contrast. At the beginning of a frame acquisition,
latches and are reset. During the first steering period,
a pulse is triggered on signal SET at the zero crossing of
to make latches and store the state of signals and

. Signals and are inhibition signals, active high, sent
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Fig. 9. NMS control signals.

Fig. 10. Data readout architecture.

to the vertical (top and bottom) and horizontal (left and right)
neighbors, respectively. Subsequent to the first steering period,
signal is monotonously decreased, as described previously.
When signal EN goes high, the horizontal or vertical neighbors
are inhibited depending on the states of latchesand , re-
spectively.

Signals , , , and are inhibition signals received
from the left, right, top, and bottom neighboring pixels, re-
spectively. As soon as one of these four signals goes high, the
output of theOR gate goes high, disabling the pulse emitter.
This prevents the pixel to transmit its feature information.
Therefore, a pixel transmits its feature information only if
signal matches the output of the maximum detector, before
that this event occurs in the neighboring pixels.

D. Data Output

The transmission of contrast magnitude or orientation is illus-
trated in Fig. 10. A monotonously decreasing threshold function
is generated by an 8-b counter coupled to an 8-b D/A converter.
The threshold function can be either a straight ramp or any
arbitrary monotonously decreasing function depending on the
clocking of the counter. The resulting signal is distributed
to all pixels. Each pixel ( ) in the array is connected to a hor-
izontal and a vertical wire crossing the pixel. Upon
matching of and , a current pulse is pulled by tran-
sistors M1 and M2 on these two wires. Row and column en-
coders placed on the right and bottom of the pixel array, respec-

Fig. 11. Micrograph of the circuit.

Fig. 12. Temporal dispatching of contrast magnitude information.

tively, perform two functions. First, they maintain these wires at
a constant voltage and detect incoming current pulses. Second,
upon detection of a current pulse, they generate onand ,
a double-rail address encoding the corresponding column and
row positions, respectively. The address is encoded by pulling
a current for a logical “1”. As pulse emission is asynchronous,
collisions of pulses may occur; however, they result in a non-
valid double-rail code. Thevalid address detectionblock detects
the occurrence of a valid double-rail address on and ,
and triggers the sampling of , , and the counter state by
a first-in-first-out (FIFO) buffer with a capacity of 16 words of
24 bit. The stored information is read through an 8-bit data bus.
Transfer of contrast direction information proceeds in a similar
manner by sampling in the FIFO the address of a pixel emitting
a pulse, together with an 8-bit word coding the phase of the sine
and cosine functions.

IV. RESULTS

A circuit containing a 128 128 pixel array has been inte-
grated in a 0.5-m three-metal two-poly technology. The die
micrograph, together with a close-up of a pixel, are illustrated
in Fig. 11. The pixel size is 69 69 m with a fill factor of
9%. Total circuit area is 99.7 mm.

A. Contrast Magnitude

Fig. 12 illustrates the temporal dispatching of the contrast
magnitude information. The representation uses gray levels to
encode the contrast magnitude; black for the largest values and
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Fig. 13. Contrast representation with high illumination dynamic range.

Fig. 14. Contrast representation with extreme inhomogeneities of illumination
(left and center) and very weak contrasts (right).

white for the smallest ones. First, pixels with a high contrast
magnitude transmit their information, mainly corresponding
here to the edges of the building, then weaker and weaker
contrast information is output.

Fig. 13 illustrates the independence of the contrast represen-
tation on the illumination levels present in a scene. The left and
center figures are two different gray-level representations of the
same image acquired by the sensor to illustrate the high dy-
namic range of illumination in this visual scene. Data have been
obtained by accumulation of the luminance information deliv-
ered by the sensor in successive frame acquisitions to reduce
the effect of the collisions on the communication bus. The right
figure depicts the contrast representation output by the sensor.
The illumination level is suppressed, thus enabling the sensor to
accurately represent contrast information even with high inho-
mogeneities of the illumination. This point is further illustrated
in Fig. 14. In the left image, the sun and cars on the road are
simultaneously visible. The middle illustration simultaneously
depicts very small shadings on the face of a person and a 60-W
lit lamp bulb. Finally, the right image in Fig. 14 shows very small
shadings on a hand.

The contrast sensitivity of the sensor was assessed by
recording its response to gratings with calibrated contrasts. A
contrast of 2% could still be detected.

Fig. 15 illustrates the efficiency of the NMS operation to thin
edges down to a 1-pixel-wide marking. The top row depicts con-
trast magnitude representations output by the sensor when the
NMS algorithm is disabled. The bottom row depicts the same
visual scene with the NMS algorithm turned on. Contrast mag-
nitude thresholding and NMS algorithm are powerful means to
reduce the amount of data output by the sensor. In the two left
graphics, pixels with a contrast magnitude higher than 5% have
output their information. When the NMS algorithm is disabled,
this amounts to 56% of the total number of pixels. Enabling the
NMS operation reduced the number of pixels to 23%. In the
two right representations, only contrasts higher than 30% are
dispatched out of the circuit. This results in 23% of the total
number of pixels when the NMS algorithm is turned off, and
11% when it is turned on.

Fig. 15. Efficiency of the NMS algorithm and contrast thresholding to reduce
the amount of data transmitted. Top row: without NMS. Bottom row: with NMS.
The data output is limited to pixels with a contrast higher than 5% for the left
column and 30% for the right column.

B. Contrast Direction

Fig. 16 illustrates the contrast direction representation output
by the sensor. Directions of contrast are represented by colors.
The left image shows the smooth change of orientation along
the bulb of a 60-W lit lamp bulb. The center and right images
illustrate the quality of the contrast direction representation of
the road. The cars and road markings are clearly visible.

To assess the error on the measurement of the contrast direc-
tion, a stimulus made of a straight black-and-gray edge span-
ning the whole visual field was placed in front of the sensor. Re-
flectances of both sides of the edge were 4.1% and 9.5%, respec-
tively, corresponding to a contrast of 39.7% between the two
surfaces. The optics was slightly defocused to reduce aliasing
due to the small fill factor of the pixel (9%), decreasing the
pixel-to-pixel contrast to 15%. The NMS operation was turned
on in order to limit feature transmission to the contrast ridge.
The response of the sensor to different orientations of the stim-
ulus was recorded under an illumination of 680 lux. For each
direction, the average and standard deviation of the contrast di-
rection measurements delivered by the sensor were computed.
The averaged measured orientation is plotted versus the direc-
tion of the stimulus in Fig. 17. The deviation from linearity is il-
lustrated in Fig. 18. The maximum error is 3. This error is com-
posed of at least three components which are: 1) the estimated
tolerance on the stimulus orientation of 0.5, 2) the remaining
error caused by aliasing, which amounts to an estimated 1–2
(a solution to reduce the aliasing would be to use micro-lens to
increase the fill factor of the pixel and this would also increase
the sensitivity of the sensor); and 3) the remaining systematic
errors are caused by distortions of the sine and cosine compo-
nents applied to the multipliers, as well as nonlinearities of the
multipliers. These nonidealities are in the range of 1–2 . The
standard deviation is illustrated in Fig. 19. It ranges from 4.5
to 6.2 without any noticeable relation to the direction of the
stimulus.
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Fig. 16. Contrast direction representation output by the sensor. The number below each image indicates the percentage of pixels that have transmitted their
direction of contrast.

Fig. 17. Measured orientation for different orientations of a black-to-gray
edge.

Fig. 18. Error on the measured orientation of a black-to-gray edge.

Fig. 19. Standard deviation of the measured orientation of a black-to-gray
edge delivered by a population of pixels.

TABLE I
CHARACTERISTICS OF THECIRCUIT

C. Other Results

Table I lists the characteristics of the sensor. The maximum
integration time due to the dark current is 150 ms at 25C. The
maximum usable integration time is arbitrarily fixed to one-
tenth of this value. A contrast sensitivity of 2% is maintained
up to a corner integration time of 3 ms, and then decreases to
10% for the maximum integration time of 15 ms. This 2% sen-
sitivity corresponds to a 6-bit or 30-dB increase in the dynamic
range of the sensor. The typical data compute and dispatch time
is 2 ms. The power consumption is 300 mW.

V. CONCLUSION

A vision sensor that computes at the pixel level the contrast
magnitude and direction of image features has been described.
As these representations are largely independent of the illumi-
nation, this sensor is ideally suited to faithfully capture and resti-
tute the important features of environments with high inhomo-
geneities of illumination. Furthermore, the dispatching of this
information is temporally encoded by decreasing order of con-
trast magnitude. This scheme allows to limit transmission of the
feature information to parts of the image with significant con-
trast magnitude. This results in a strong reduction of the amount
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of data delivered by the sensor, which, in turn, reduces the pro-
cessing power requirements for subsequent processing stages.
Work on algorithms exploiting the possibilities and potential
of this specific architecture has been ongoing over the last two
years and is showing promising results to achieve low-cost and
robust vision systems, particularly for automotive and surveil-
lance applications.
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