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Abstract—A vision sensor for low-cost, fast, and robust vision A fast and efficient implementation can be achieved by
systems is described. The sensor includes an on-chip analog comshifting part of the signal processing to the pixel itself. A

putation of contrast magnitude and direction of image features. A - g, ey of the literature shows a tendency toward this direction
temporal ordering of this information according to the contrast

magnitude is used to reduce the amount of data delivered. This [11-{5]. . . . . )
sensor, realized in a 0.5¢m two-poly three-metal technology, fea- ~ The vision sensor described in this paper is a step toward
tures a contrast sensitivity of 2%, a contrast direction precision of fulfilling the following requirements by incorporating essential

+3°, and an illumination dynamic range of 120 dB. Applications image-processing operations on the sensor chip:

with uncontrolled lighting conditions are ideal for this sensor. . . . .
1) auto-exposure atthe pixel level introduces a high dynamic
Index Terms—Analog VLSI, CMOS vision sensor, contrast com- range;
putatlon, early vision, orientation computatlon, temporal codlng. 2) real-time operation is achieved by pixel_para”el analog
computation of contrast magnitude and direction;
I. INTRODUCTION 3) post-processing is facilitated by a data communication

T HERE IS AN increasing demand for low-cost and com- _scheme,_ which allows to convey qnly signific_ant image
pact vision systems performing a fast and reliable analysis mformathn ordered accordmg.to signal ma.gmtude. .

of visual scenes, even under extreme lighting conditions. Takbh[6], we described a current mode implementation of a vision
together, these requirements seem difficult to be met by today@"Sor delivering the spatial gradient magnitude and direction
conventional image sensing and signal-processing approacloédmage features. This paper is an extension to what has been
Particular challenges reside in the problems of extracting orfl¢"€ in [6] by using a voltage-mode implementation to com-
pertinent image features and to achieve a stable feature ref#&€ the contrastmagnitude and direction ofimage features. The

sentation, largely independent on the conditions and variatidh&in advantages of this approach are: 1) a contrast representa-
of lighting. tion, discarding the strength of illuminants (the implementation

In general, relevant visual information, such as objefg@lized in [6] provided only gradients) and 2) a much better
contours, is represented by the changes in intensity (spafiSFuracy of the device allowing to detect weak contrasts (2%)

gradients) rather than absolute intensity values. Reducifi§e" @ wide range of illumination (120 dB). _
the image information to significant changes in intensity he remainder of this paper is organized as follows. Section I

considerably lessens the computational burden for furtH&#Scribes the principles of operation. In Section Ill, the imple-
processing steps. However, the magnitude of local differendggntation is dlscussed in _detalls. Section IV presents measure-
in intensity or spatial gradients, if generated by the differentigient results. Finally, Section V draws conclusions.

reflection properties of objects, varies in direct proportion with

the strength of the illuminant. This renders any extraction of [l. OPERATIONAL PRINCIPLE

significant spatial gradients inherently unstable. On the othertpe purpose of the processing performed at the pixel level
hand, a measure of local contrast does not have this disadv@ny puild representations of contrast magnitudes and contrast
tage, as by normalization it discards the strength of illuminatiqfirections. Contrast direction is a powerful clue for performing
sources. It is obvious that, for representing contrast, the imag@ognition operations. Furthermore, the contrast magnitude in-
sensing requires a higher dynamic range to capture the spafypiation is used to temporally dispatch the feature information

scenic intensities. of each pixel, prioritizing pixels with a strong contrast magni-
tude. In a visual scene, pixels with a high contrast can be sparse
Manuscript received May 9, 2003; revised June 17, 2003. [7], and are mostly associated with important information such
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Fig. 2. Computation of contrast magnitude and direction.

to center pixel C Low flumination  37g Combining (2) and (3) and solving fofz — V., gives
Fig. 1. Contrast generation. Ve -V = 2M‘/rof- 4
Ip+1r

Step 1) build-up of a contrast representation; Similarly, for Vr — Vi, one gets

Step 2) computatl_on of cqntrast ma_gmtude and direction; Vi — Vg = ZIT Ip Viet. (5)
Step 3) ordered dispatching of this information. It +1Ip
Notice that (4) and (5) are equivalent to the definition of the
A. Contrast Representation Michelson contrast with the standard notation
The traditional approach to acquire an image with a CMOS C— Limax — Linin (6)
imager consists of integrating on a capacitor, in each pixel Lmax + Lin

of an array, the photocurrent delivered by a photodiode forwghereL is the luminance.

fixed exposure time. Without saturation, the resulting voltages Therefore, voltage®¥xr — V;, andVy — Vi can be considered
are then proportional to the photocurrents. Here, similarijie X andY components of a local contrast vector. These com-
to [9]-[12], instead of integrating photocurrents for a fixeghonents depend on the relative change of luminance captured by
duration, photocurrents are integrated until a given refereng® group of 3x 3 pixels, which is independent of the illumi-
voltage is reached. The principle is illustrated in Fig. 1, whekgation level. If the illumination level is decreased by a factor of
a central pixel and its four neighbors are considered (lefhree, as illustrated in Fig. 1, the time elapsed between the start
right, top, and bottom). In each pixel, the photocurrépt of the integration and the sampling of the four neighbors is three
is integrated on a capacitar. The resulting voltagé/c is  times longer so that the sampled voltages remain the same.
continuously compared to a reference voltdgg. Once Vg

reached/,.¢, the central pixel samples the voltagés Vz, Vo, B. Computation of Contrast Magnitude and Direction

andVp of the four neighboring pixels and stores these voltagesThe computation of the contrast direction and magnitude of

on capacitors. The local integration tirifg is given by the contrast vector defined in (4) and (5) is illustrated in Fig. 2.
For each pixel, the projection of the local contrast vector on a
Te — C - Viet ) rotating unit vectof is continuously computed. This projection
ST e F(t) is given by
Let I be the photocurrent in neighbdf, the sampled voltage  f(¢) = ()Vy _Ve-Vp coswt + Vr - Vs sinwt  (7)
will be or(t) 2Viet 2Viet
a wherecos wt andsin wt are two steering functions distributed
Ix-Ts Ix . . ;
Vx = o I—Vref. (2) toall pixels in parallel, which correspond to the components of
C -

T.

Thus, voltageVx is independent of the illumination level and When i points in the same direction as the local contrast
depends only on the ratio of the photocurrents generatedVRCtor.F'(#) goes through a maximum. Thus(#) is a sine wave
pixels X and C. With the assumption that the photocurrenvhose amplitude and phase represent the magnitude and direc-
of the central pixel corresponds to the average of its fotiPn of the contrast vector.

ighb hich i tly fulfilled with th tial low-
neighbors, which is mostly fulfilled with the spatial low-pasg, 1o e

characteristics of the optics, one has
To illustrate the data output, a frame acquisition and the
In+1; Ir+1Ig whole sequence of operations for two pixelsndb is shown

Ie 9 = 5 (3) inFig. 3. During a first phase, photocurrents are integrated. The
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steering functions are then turned on. During the first steerir ©" @ ‘
period, F,(t) and Fy(t) go through a maximum, which is 5T O'T‘ SMP ~
detected and memorized by a simple maximum detector (pee
. . > lum

a and b). During the subsequent periods, a monotonousl
decreasing threshold function is distributed to all pixels i il o— 4-quadrant > phi
parallel. In each pixel, this threshold function is continuoush Vs#! 0~  multipiiers - mag
compared to this maximum. To output the contrast magnitud v o— () Lise
a pulse encoding the address,Y") of the pixel is emitted on :mmer —OFuxn
a communication bus [13], [14] when the threshold functiol
reaches the maximum of the individual pixel. Thus, the contra v <
present at each pixel is time encoded, with the high contrasts “
preceding the lower ones. This scheme allows to limit daks. 5. Block schematic of a pixel.
transmission to pixels with a contrast higher than a given
vglue'by stopplng.data .transmlssmn. To dlspatgh the contraﬁtd right directions as the threshold is decreased. Later, inhibi-
direction, a pulse is emitted on the communication bus at tﬁe : : ) . X
. . . .. . I0n starts from pixeP;¢. The two-dimensional implementation
first zero crossing with positive slope that follows. By this, the, . : ; PR : . .

LT N . af this algorithm requires to inhibit neighboring pixels only in
contrast direction is ordered in time according to the contraﬂsqte direction peroendicular to the ridae of contrast. The prona-
magnitude. Without gating of the contrast direction by the Perp g ' prop

. . . . g{ation of inhibition is restricted to the horizontal and vertical di-
contrast magnitude, each pixel would fire a pulse at the first . N .
rections. For directions of contrast closer to horizontal, the left

occurrence of the zero crossing. Notice that the zero crossin 151 right neighbors are inhibited. For directions closer to ver-
shifted by—90° with respect to the maximum df (¢). g g :

tical, the top and bottom ones are inhibited.

Va(t) o—

O cosp

O cosn
O sinn
O sinp

D. Edge Thinning lll. I MPLEMENTATION

To further reduce the amount of data transmitted by the A block diagram of a pixel is illustrated in Fig. 5. Thso-
sensor, an edge-thinning algorithm, commonly referred to sscurrent integration and sampling blodktegrates the pho-
nonmaximum suppression (NMS), is implemented at the pixlcurrent on a capacitor, dispatches the resulting voltag®
level. The purpose of this algorithm is to keep only the ridge dfie four neighbors, and compares this voltage to volfége
contrast, reducing edges to a one-pixel width marking. Takimg order to trigger the sampling of voltagé%;, V., Vr, and
advantage of the temporal ordering of contrast magnitud&g provided by the four neighbors. THeur-quadrant multi-
leads to a very efficient implementation of this algorithm.  pliers block implements the multiplication of these four volt-

Let us first consider the one-dimensional profile of contrasegyes by a sine and a cosine functions. The output of the mul-
represented in Fig. 4. A local maximum of contrast occurs whéipliers is a curren{Iz) representing the functiof'(¢). It is
the left and right neighbors have a lower contrast value than tleel to a maximum detector, which detects and holds the max-
central pixel. Taking advantage of the temporal ordering of coimmum of 7r, and to a zero-crossing detector, which emits a
trast magnitude, the implementation of the NMS algorithm boifsulse at the occurrence of a zero-crossing with a positive slope.
down to inhibit the transmission of the feature information ifhe output of the maximum detector is compared with the de-
the left and right neighbors. This occurs once the decreasicrgasing global threshold functidiy. Upon matching, signal
threshold function becomes lower than the local contrast vallEeN goes high, triggering the emission on a communication bus
In Fig. 4, inhibition starts from pixeP, to propagate in the left of a pulse encoding the address of the pixel. The pulse encoding
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the contrast direction is emitted at the first zero crossing th

follows. Following the emission of the contrast direction pulse

the zero-crossing detector is inhibited to prevent the pixel fro

sending pulses at each subsequent zero crossingNMislock .
s .. . rectional
inhibits the emission of the contrast magnitude and contrast Nms
rection when the local contrast magnitude is not a local ma °°"°s |
imum. For test purposes, a pulse is emitted on the communii ¥ © |_

N

] local enable
tion bus simultaneously to the sampling of the four neighbor Nt o———
As the time when the pulse is emitted is inversely proportiongg o =|‘ IC 1:" -|= o RST
to the photocurrent, this feature offers the possibility to display 0-x pulse I‘l 1 1" global reset
gray-level image of the visual scene. The implementation of the - - o
maximum detector is described in [6], whereas the zero-crossifigg 8. NMS circuit schematic.
detector is described in [6] and [15]. The other blocks are de-
tailed below. M,—-Ms. When signal SMP goes low, these four voltages are
] ] held on the parasitic gate capacitancedffMs. The signed
A. Photocurrent Integration and Sampling Block cosine and sine functions are generated as two differential volt-

The function of this block is to generate four voltages indexges applied by class-AB amplifiers to the sources of these tran-
pendent of the illumination level. Fig. 6 shows the schematic sfstors. The output of the multipliers is the sine currént of
the photocurrent integration and sampling block. When signathich amplitude and phase represent the magnitude and direc-
RST is high, capacitof' is reset to voltag&sr.acxk. Transistor tion of the contrast, respectively.
M together with OTA1 maintain a constant voltage across the
photodiode so that the photocurrent is not integrated on the p&r- Nonmaximum Suppression Block

asitic capacitance of the photodiode. The tranconductance amrig. 8 illustrates the schematic of the NMS block. The func-
plifier has an asymmetrical input differential pair to generatetin of this block is to prevent the neighboring pixels in a di-
voltageV;,na around 25 mV. The voltage follower made of MPXection perpendicular to the ridge of contrast from sending their
and MP2 is a simple p-type source follower in a separate Wedlature information oncéry matches the output of the max-
to get a gain close to one and minimize the parasitic input dgum detector. Prior to the activation of this mechanism, the
pacitance. Voltagé’c is distributed to the four neighbors anddirection (horizontal or vertical) in which the inhibition must
compared to a reference voltagg:. At the beginning of the occur has to be determined and stored in each pixel. To this end,
photocurrent integration, signal SMP is high. WHenreaches signals Ny, and Ny are digital signals generated by a control
Vzet, signal SMP, which is fed to thieur-quadrants multiplier block in relation with the sine and cosine functions to indicate
block, goes down. the direction of inhibition corresponding to a given orientation,
as illustrated in Fig. 9. These signals are advanced by
respect to the rotating vector to take into account the phase shift
This block implements the multiplication of the voltages debetween the zero crossing with a positive slope and the orien-
livered by the neighbor pixels by a sine and a cosine funtation of the contrast. At the beginning of a frame acquisition,
tion, as illustrated in Fig. 7. Transistak$;—Mg implement two latchesLy and Ly are reset. During the first steering period,
four-quadrants multipliers operating in strong inversion [16§ pulse is triggered on signal SET at the zero crossingrof
[17]. Atthe beginning of a frame acquisition, signal SMP is higto make latched.,, and L g store the state of signal$;, and
sothatl, Vg, Vr, andVy are applied to the gates of transistoréVy . SignalsSy- andSy are inhibition signals, active high, sent

B. Analog Multipliers
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Fig. 10. Data readout architecture. . . . L .
tively, perform two functions. First, they maintain these wires at

to the vertical (top and bottom) and horizontal (left and righ6 constant voltage and detect incoming current pulses. Second,

neighbors, respectively. Subsequent to the first steering periHB(;m (;thect_llo n d(j acurrent g_ulset,hthey generati’g ranle v d
signallty is monotonously decreased, as described previously. ouble-rail address encoding the corresponding column an

When signal EN goes high, the horizontal or vertical neighbop W positions, respectively. The address is encoded by pulling

are inhibited depending on the states of latchgsand Ly, re- a cgrrent for a logical 1", As pf“se emission 1s async'hronous,
spectively. collisions of pulses may occur; however, they result in a non-

SignalsSy, Sp, Sy, and Sy are inhibition signals received valid double-railcode.Thealid addres_sdetectidniockdetects
from the left, right, top, and bottom neighboring pixels, ret—he occurrence of a Vé%"d double-rail address/op and Py,
spectively. As soon as one of these four signals goes high, d triggers the sampling dfx, Iy, and the counter state by
output of theor gate goes high, disabling the pulse emitte |rs_t—|n—f|rst-out ('.:”:O) bu.ffer. with a capacity of 16 yvords of
This prevents the pixel to transmit its feature informatio 4 bit. The stored |nfo_rmat_|0n_|s read t_hrough an 8'p't data bus.
Therefore, a pixel transmits its feature information only i ransfer of contrgstdwechon information proceeds_masw_m_lar
fpanner by sampling in the FIFO the address of a pixel emitting

signalltg matches the output of the maximum detector, befo ) . . .
that this event occurs in the neighboring pixels. apulse, together with an 8-bit word coding the phase of the sine
and cosine functions.

D. Data Output

The transmission of contrast magnitude or orientation is illus-
trated in Fig. 10. A monotonously decreasing threshold functionA Circuit containing a 128«< 128 pixel array has been inte-
is generated by an 8-b counter coupled to an 8-b D/A convertgfated in a 0.5:m three-metal two-poly technology. The die
The threshold function can be either a straight ramp or afijicrograph, together with a close-up of a pixel, are illustrated
arbitrary monotonously decreasing function depending on tieFig. 11. The pixel size is 6% 69 um? with a fill factor of
clocking of the counter. The resulting sigra is distributed 9%. Total circuit area is 99.7 min
to all pixels. Each pixeli j) in the array is connected to a hor- )
izontal (r;) and a verticalc;) wire crossing the pixel. Upon A Contrast Magnitude
matching oflty andmax(Ir), a current pulse is pulled by tran-  Fig. 12 illustrates the temporal dispatching of the contrast
sistors M1 and M2 on these two wires. Row and column emagnitude information. The representation uses gray levels to
coders placed on the right and bottom of the pixel array, respenicode the contrast magnitude; black for the largest values and

IV. RESULTS



2330 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 38, NO. 12, DECEMBER 2003

TR

Fig.14. Contrastrepresentation with extreme inhomogeneities of illumination
(left and center) and very weak contrasts (right).
Fig. 15. Efficiency of the NMS algorithm and contrast thresholding to reduce

. . . . . the amount of data transmitted. Top row: without NMS. Bottom row: with NMS.
white for the smallest ones. First, pixels with a high contrashe data output is limited to pixels with a contrast higher than 5% for the left

magnitude transmit their information, mainly correspondingplumn and 30% for the right column.
here to the edges of the building, then weaker and weaker
con_trast ir?formation is o_utput. B. Contrast Direction

Fig. 13 illustrates the independence of the contrast represen-
tation on the illumination levels present in a scene. The left andFig. 16 illustrates the contrast direction representation output
center figures are two different gray-level representations of thg the sensor. Directions of contrast are represented by colors.
same image acquired by the sensor to illustrate the high dyhe left image shows the smooth change of orientation along
namic range of illumination in this visual scene. Data have be#re bulb of a 60-W lit lamp bulb. The center and right images
obtained by accumulation of the luminance information deliviustrate the quality of the contrast direction representation of
ered by the sensor in successive frame acquisitions to redtleeroad. The cars and road markings are clearly visible.
the effect of the collisions on the communication bus. The right To assess the error on the measurement of the contrast direc-
figure depicts the contrast representation output by the sengion, a stimulus made of a straight black-and-gray edge span-
The illumination level is suppressed, thus enabling the sensoniag the whole visual field was placed in front of the sensor. Re-
accurately represent contrast information even with high inhflectances of both sides of the edge were 4.1% and 9.5%, respec-
mogeneities of the illumination. This point is further illustratedively, corresponding to a contrast of 39.7% between the two
in Fig. 14. In the left image, the sun and cars on the road aerfaces. The optics was slightly defocused to reduce aliasing
simultaneously visible. The middle illustration simultaneouslglue to the small fill factor of the pixel (9%), decreasing the
depicts very small shadings on the face of a person and a 60piel-to-pixel contrast to 15%. The NMS operation was turned
lit lamp bulb. Finally, the rightimage in Fig. 14 shows very smalbn in order to limit feature transmission to the contrast ridge.
shadings on a hand. The response of the sensor to different orientations of the stim-

The contrast sensitivity of the sensor was assessed Wys was recorded under an illumination of 680 lux. For each
recording its response to gratings with calibrated contrasts.dikection, the average and standard deviation of the contrast di-
contrast of 2% could still be detected. rection measurements delivered by the sensor were computed.

Fig. 15 illustrates the efficiency of the NMS operation to thiThe averaged measured orientation is plotted versus the direc-
edges down to a 1-pixel-wide marking. The top row depicts cotien of the stimulus in Fig. 17. The deviation from linearity is il-
trast magnitude representations output by the sensor when ltistrated in Fig. 18. The maximum error i5.J'his error is com-
NMS algorithm is disabled. The bottom row depicts the sanposed of at least three components which are: 1) the estimated
visual scene with the NMS algorithm turned on. Contrast matplerance on the stimulus orientation of ©.2) the remaining
nitude thresholding and NMS algorithm are powerful means @ror caused by aliasing, which amounts to an estim&te@1
reduce the amount of data output by the sensor. In the two I&tsolution to reduce the aliasing would be to use micro-lens to
graphics, pixels with a contrast magnitude higher than 5% hawnerease the fill factor of the pixel and this would also increase
output their information. When the NMS algorithm is disabledhe sensitivity of the sensor); and 3) the remaining systematic
this amounts to 56% of the total number of pixels. Enabling therors are caused by distortions of the sine and cosine compo-
NMS operation reduced the number of pixels to 23%. In theents applied to the multipliers, as well as nonlinearities of the
two right representations, only contrasts higher than 30% armiltipliers. These nonidealities are in the range Bf2. The
dispatched out of the circuit. This results in 23% of the totatandard deviation is illustrated in Fig. 19. It ranges fronf 4.5
number of pixels when the NMS algorithm is turned off, antb 6.2 without any noticeable relation to the direction of the
11% when it is turned on. stimulus.
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Fig. 16. Contrast direction representation output by the sensor. The number below each image indicates the percentage of pixels that haveheansmitte
direction of contrast.
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g Dark current 03pAat23°C
Z 60+ Integration tiume 05ps ... [Sms
0 ‘ ‘ . ‘ ‘ ‘ Integration dynamic range 90 dB
v 5 12 120 0 =0 80 Contrast dynamic range 30 dB
Stimulus orientation [°] )
Total dynamic range 120 dB
. . . . . . Data compute and dispatch 2ms
Fig. 17. Measured orientation for different orientations of a black-to-gray . . . 5
edge. Frame rate 1/(max mtegration time + 2 ms)
Contrast sensitivity 2%
Orientation precision +- 37
4.00 -
Power consumption 300miVat33V

maximum usable integration time is arbitrarily fixed to one-
tenth of this value. A contrast sensitivity of 2% is maintained
up to a corner integration time of 3 ms, and then decreases to
10% for the maximum integration time of 15 ms. This 2% sen-
sitivity corresponds to a 6-bit or 30-dB increase in the dynamic
range of the sensor. The typical data compute and dispatch time
is 2 ms. The power consumption is 300 mW.

]
5 \/\v\/\/\/\/JM V. CONCLUSION

Error of the measured orientation [°]
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0.00 C. Other Results

-100 5 Table | lists the characteristics of the sensor. The maximum
200 1 integration time due to the dark current is 150 ms &t5The
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Fig. 18. Error on the measured orientation of a black-to-gray edge.

E4_ A vision sensor that computes at the pixel level the contrast
N magnitude and direction of image features has been described.
5 As these representations are largely independent of the illumi-

nation, this sensor is ideally suited to faithfully capture and resti-
tute the important features of environments with high inhomo-

v - S geneities of illumination. Furthermore, the dispatching of this
Stimulus orientation [*] information is temporally encoded by decreasing order of con-

trast magnitude. This scheme allows to limit transmission of the

Fig. 19. Standard deviation of the measured orientation of a black-to-grf£/ature inf(.)rmation.to parts Qf the image with .Signiﬁcant con-
edge delivered by a population of pixels. trast magnitude. This results in a strong reduction of the amount

Standard deviation of the measured

=1
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of data delivered by the sensor, which, in turn, reduces the p
cessing power requirements for subsequent processing sta
Work on algorithms exploiting the possibilities and potentic
of this specific architecture has been ongoing over the last t
years and is showing promising results to achieve low-cost a
robust vision systems, particularly for automotive and surve
lance applications.
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