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Chapter 15

Retrieving pictures from long-term memory

Alumit Ishai

Introduction

‘At the present time, one of the major deficiencies in cognitive psychology is the lack of explicit theories that encompass more than a single experimental paradigm. The lack of such theories and some of the unfortunate consequences have been discussed by Allport (1975) and Newell (1973). Two important points are made by Newell: First, research in cognitive psychology is motivated and guided by phenomena (e.g. those of the Sternberg paradigm and the Brown-Peterson paradigm). Second, attempts to theorize result in the construction of binary oppositions (e.g. serial vs. parallel, storage vs. retrieval, and semantic vs. episodic). Thus, an appreciable portion of research in cognitive psychology can be described as testing binary oppositions within the framework of a particular experimental paradigm. This style of research does not emphasize or encourage theory constructions; but without theory, it is almost impossible to relate experimental paradigms or to substantiate claims that the same processes underlie different experimental paradigms. Furthermore, the concern with binary oppositions tends to obscure the more interesting aspects of data, such as the form of functional relations’ (Ratcliff, 1978).

Three decades have passed since these words have been written. Despite the functional brain imaging revolution, which transformed cognitive psychology to cognitive neuroscience, we still do not have a theory of human memory, we are still guided by phenomena, and we still test binary oppositions. The contemporary neuroimaging literature on human memory is saturated with studies that contrast encoding with retrieval, recollection with familiarity, remembered with forgotten items, and correct with incorrect responses. These contrasts result in statistical maps that identify the location of activation in some brain areas during some experimental conditions. At best, these functional brain imaging studies are designed to test a specific hypothesis, but hypotheses do not comprise a unified theory of human memory. Perhaps the best example of how psychological theories have provided insights into functional brain imaging studies is Baddeley’s influential model of working memory and its subsequent revision due to novel neuroimaging data, from which new predictions derived (see chapters by Postle and Ranganath). It has been argued that the collection of large-scale fMRI data do not represent an intellectual integration (Savoy, 2001). It has also been suggested that we have to accept the assumption that there is a systematic mapping from cognitive function to brain structure and that neuroimaging data comprise an independent variable that can be used to construct and
test competing theories (Henson, 2005). In this chapter, several fMRI studies, designed to elucidate the neural correlates of retrieving pictorial information from long-term memory (LTM), are described. Although these studies were originally designed to test binary oppositions (e.g. perception vs. imagery; short- vs. long-term memory; old vs. new), I argue that the complex activation patterns observed when subjects generate mental images of faces and objects or perform recognition memory tasks provide us with valuable information that is essential for the formulation of any theories or models of human memory. As visual imagery and recognition memory are mediated by activation in distributed cortical networks that include visual, parietal, limbic, and prefrontal structures, I further argue that an integrative theory of human memory has to account for wide spread patterns of activation and for the dynamics and effective connectivity within these cortical networks.

**Visual perception, imagery, and effective connectivity**

Visual imagery is the ability to generate percept-like images in the absence of retinal input and therefore is a vivid demonstration of retrieving pictorial information from memory. The subjective similarity of seeing and imagining suggests that perception and imagery share common internal representations. Psychophysical and brain-imaging studies have demonstrated functional similarities between visual perception and visual imagery, to the extent that common mechanisms appear to be activated by both (Roland et al., 1987; Farah et al., 1988; Goldenberg et al., 1989; Ishai & Sagi 1995). Numerous neuroimaging studies have shown that visual imagery, like visual perception, evokes activation in occipito-parietal and occipito-temporal visual association areas (Mellet et al., 1996; D’Esposito et al., 1997). In some studies, the primary visual cortex (Le Bihan et al., 1993; Kosslyn et al., 1993, 1999) and the lateral geniculate nucleus (Chen et al., 1998) were activated during imagery, suggesting that the generation of mental images may involve sensory representations at the earlier processing stages in the visual pathway. Studies of patients with brain damage have demonstrated a dissociation of visual-object and visual-spatial imagery (Levine et al., 1985), indicating that different parts of the visual system mediate ‘where’ and ‘what’ imagery, a dissociation that parallels the two anatomically distinct visual systems proposed for visual perception (Ungerleider & Mishkin, 1982).

Functional MRI studies have reported that within the ventral object vision pathway faces and other objects, such as outdoor scenes, houses, chairs, animals, and tools, have distinct representations (Kanwisher et al., 1997; Epstein & Kanwisher, 1998; Aguirre et al., 1998; Chao et al., 1999). In particular, it has been shown that faces, houses, and chairs evoke maximal responses in distinct occipital and ventral temporal regions with a highly consistent topological arrangement across subjects (Ishai et al., 1999, 2000a). As each category was associated with its own differential pattern of responses across a broad expanse of cortex, it has been proposed that the representation of objects in the ventral stream is not restricted to discrete, highly selective patches of cortex, but, rather, is comprised of distributed representation of information about object form (Ishai et al., 1999, 2000a; Haxby et al., 2001). Inspired by the consistent topology of the response to faces, houses, and chairs, we investigated whether visual imagery of these objects would evoke...
content-related activation within the same extrastriate ventral regions that are activated during perception. Furthermore, we asked which brain regions, activated during imagery, provide the top-down signal to visual extrastriate cortex. To that end, we designed an fMRI study with the following experimental conditions: Perception, in which subjects viewed pictures of faces, houses, chairs; Perception-control, in which subjects viewed scrambled pictures; Imagery, in which subjects were instructed to generate vivid mental images of familiar houses, faces, and chairs from LTM while viewing a gray square, and to press a button when ready with a vivid image; and Imagery-control, in which subjects were asked to press the button from time to time while viewing the gray square. Conventional Statistical Parametric Mapping (SPM) analysis revealed differential activation in medial fusiform, lateral fusiform, and inferior temporal gyri during the perception of houses, faces, and chairs, respectively. During visual imagery, content-related patterns of activation were found, but this activity was restricted to small sectors of the regions that responded differentially during perception. Thus, the generation of mental images of familiar faces from LTM evoked activation within small subsets of the lateral fusiform gyrus, a face-responsive region, whereas generating mental images of houses and chairs evoked activation within subsets of the medial fusiform and inferior temporal gyri, respectively. Visual perception and visual imagery evoked activity with opposite patterns of hemispheric asymmetry in ventral temporal cortex, with stronger responses in the right hemisphere during perception, and stronger responses in the left hemisphere during imagery. Contrasting responses evoked by visual imagery and responses evoked during the imagery control condition revealed activation within a network of parietal and frontal regions. This ‘imagery network’ included the precuneus, intraparietal sulcus (IPS) and inferior frontal gyrus (IFG), regions that were implicated in various attention and retrieval from episodic memory tasks (e.g. Fletcher et al., 1995; Buckner et al., 1996; Mellet et al., 1998). We interpreted these findings to suggest that retrieval of content-specific memory traces, stored in the ventral pathway, is top-down controlled by a parieto-frontal network that mediates the generation and maintenance of mental images (Ishai et al., 2000b).

To investigate the neuronal interactions and effective connectivity that mediate the category-specific responses in the visual cortex, we used Dynamic Causal Modeling (DCM), a relatively new analytic approach that allows the assessment of effective connectivity within cortical networks (Friston et al., 2003). The aim of DCM is to estimate and make inferences about the coupling among brain areas, and how that coupling is influenced by changes in experimental context (e.g. stimuli or tasks). Consistent with a previous DCM study, which showed that category effects in occipito-temporal cortex were mediated by forward connections from early visual areas (Mechelli et al., 2003), we hypothesized that the category-specific patterns of activation observed in occipito-temporal cortex during visual perception of faces and objects could be explained by a selective enabling of forward connectivity from early visual areas. We also predicted that content-related activation observed during visual imagery would be associated with category-dependent changes in backward connectivity from parietal and frontal areas. Finally, we examined whether the DCM analysis would reveal different patterns of effective connectivity
during imagery of faces, houses, and chairs in parietal and frontal cortices, as our original SPM analysis did not show category-specific imagery activation within these regions (Ishai *et al.*, 2000b). We found that during visual perception, when subjects viewed gray-scale pictures of faces, houses, and chairs, the category-selective effects in occipito-temporal cortex were mediated by forward connections from early visual areas. In contrast, during visual imagery, when subjects generated mental images of faces, houses, and chairs from LTM, the category-selective effects in the visual cortex were mediated by backward connections from prefrontal cortex. Interestingly, the backward connections from prefrontal, but not from parietal cortex, to occipito-temporal cortex were category-selective (Figure 15.1). Thus, the DCM analysis revealed that dynamic neuronal interactions between occipito-temporal, parietal, and frontal regions are task- and stimulus-dependent. Sensory representations of faces and objects in ventral extrastriate cortex are mediated by bottom-up mechanisms arising in early visual areas during

---

**Figure 15.1** Category-selective effects during visual perception and visual imagery. Dynamic Causal Modeling (DCM) analysis revealed that category-selective effects observed in occipito-temporal cortex during perception of houses, faces, and chairs are mediated by forward connections from early visual areas (green, red, and blue arrows, respectively). During visual imagery, the backward connections from prefrontal cortex were category-selective (dashed green, red, and blue arrows), whereas the backward connections from parietal cortex (dashed black arrows) were not content-specific. MFG = medial fusiform gyrus; LFG = lateral fusiform gyrus; ITG = inferior temporal gyrus. (This figure summarizes data published in Ishai *et al.*, 1999, 2000a, 2000b; Mechelli *et al.*, 2003, 2004).
perception, and top-down mechanisms originating in prefrontal cortex during imagery. Additionally, non-selective, top-down processes, originating in superior parietal areas, contribute to the generation of mental images and their maintenance in the ‘mind’s eye’ (Mechelli et al., 2004).

Behavioural studies have reported differential effects of visual imagery on the performance of a perceptual task: visual recall from short-term memory (STM) facilitated task performance, whereas visual recall from LTM interfered with performance, suggesting that imagery-induced facilitation and interference are memory-dependent (Ishai & Sagi 1995, 1997a, 1997b). Moreover, the type of memory (short- or long-term) required for the generation of mental images seems to be a crucial factor in the ‘V1 debate’, namely the controversy about the extent to which the primary visual cortex is activated during visual imagery. In the vast majority of studies reporting activation during visual imagery in the primary visual cortex, the imagery tasks were based on recall from STM (e.g. Le Bihan et al., 1993; Kosslyn et al., 1993, 1999; Chen et al., 1998; O’Craven & Kanwisher, 2000). To investigate whether similar or different cortical regions are activated during visual imagery generated from STM and from LTM, we had to use a special class of stimuli: famous faces (Ishai et al., 2002). We chose faces of contemporary Hollywood celebrities, assuming that as a result of exposure to these faces in everyday life, subjects would have pictorial representations in memory that could be retrieved by way of visual imagery. Moreover, giving the same visual cue, i.e. a famous name, an image could be generated from either LTM or STM. For example, one could imagine Marilyn Monroe without seeing her picture before the imagery task (LTM), or one could memorize a specific picture of Marilyn Monroe and shortly after generate a mental image of that picture (STM). We also tested the effect of focal attention during visual imagery. Numerous fMRI studies have shown that selective attention to particular attributes of visual stimuli, such as colour or motion, enhanced the activity in regions of extrastriate cortex that process these attributes (e.g. Corbetta et al., 1990). We therefore hypothesized that focusing attention on features of a mental image, rather than on the global configuration of that image, might also result in increased activation. We also speculated that focal attention to mental images would evoke activation in primary visual cortex, based on a model suggested by Sakai and Miyashita (1994), according to which visual imagery is implemented by the interactions between memory retrieval of representations stored in higher visual association areas, and the effect of focal attention on early visual areas. To test all these predictions, our experimental design included the following imagery conditions: Imagery from STM, in which subjects were presented with names of famous faces they had seen and memorized shortly before, and were instructed to generate vivid images of the exact same faces; Imagery from LTM, in which subjects were presented with names of famous faces they had not seen during the experiment, and were instructed to generate any vivid images of these faces; Imagery from STM + Attention, in which subjects were presented with names of famous faces they had seen and memorized shortly before, and were instructed to generate vivid images of these faces and then to answer questions about some facial feature (e.g. ‘thick lips?’); and Imagery from LTM + Attention, in which subjects were presented with names of famous faces they had not seen during the experiment, and
were instructed to generate vivid images of these faces and then answer questions about some facial feature (e.g. ‘big nose?’). We found that visual perception of famous faces activated the inferior occipital gyrus, lateral fusiform gyrus, the superior temporal sulcus (STS), and the amygdala, regions of the distributed network that mediates face perception (Haxby et al., 2000; Ishai et al., 2005; Fairhall & Ishai, 2007), whereas visual imagery of famous faces activated small subsets of these face-responsive regions. Visual imagery of famous faces activated a network of regions that included the calcarine, precuneus, hippocampus, IPS, and IFG. In all these regions, imagery generated from STM evoked more activation than imagery generated from LTM (Ishai et al., 2002). Furthermore, during imagery generated from both STM and LTM, focusing attention on features of the imagined faces resulted in increased activation in the right IPS and right IFG, consistent with reports on activation in these regions during sustained attention (e.g. Pardo et al., 1990).

Our findings propose a new perspective on the neural basis of visual imagery. We found evidence for content-related activation in ventral temporal cortex: small sectors of extrastriate regions that participate in visual perception of faces and objects are also involved in representing perceptual information retrieved from LTM during visual imagery of faces and objects (Ishai et al., 2000b, 2002; Mechelli et al., 2004). As imagery evoked activity in small portions of the regions that participate in perception, it is possible that stored information evoked by imagery is simply weaker than equivalent representations evoked by actual visual input. Alternatively, only a specific subset of cortical regions may be dedicated to mental imagery, allowing perception and imagery to operate simultaneously. These results suggest that sensory representations of faces and objects stored in ventral temporal cortex are reactivated during the generation of visual images, consistent with electrophysiological and other fMRI studies, which have reported content-specific activation in sensory areas during imagery and memory retrieval (Buckner & Wheeler, 2001; Kreiman et al., 2000; Wheeler et al., 2000). Interestingly, electric stimulation of regions in the temporal lobe of humans results in imagery recall, suggesting that memory traces are localized in these regions (Penfield & Perot, 1963). Similarly, studies in non-human primates indicate that the temporal lobe is the memory storehouse for visual representations of complex stimuli (Miyashita & Chang, 1988; Miyashita, 1988).

Visual imagery of faces and objects also activated several parietal and frontal regions that were previously implicated in ‘top-down’ control functions. These parietal and frontal regions may mediate the retrieval of object representations from LTM, their maintenance in a working memory ‘buffer’, and the attention required to generate those mental images. Interestingly, a similar network of prefrontal areas was activated during motion imagery (Goebel et al., 1998). On the basis of our effective connectivity analysis, we suggest that this ‘imagery network’ is composed of a general attentional mechanism arising in parietal cortex, and a content-sensitive mechanism originated in prefrontal cortex. Numerous studies of spatial and non-spatial attention tasks have shown activation in parietal cortex (e.g. Corbetta et al., 1998; Kastner et al., 1999; Wojciulik & Kanwisher, 1999). Moreover, parietal activation has been reported in a variety of mental imagery tasks (Mellet et al., 2000; Ishai et al., 2002). It is therefore reasonable to assume that
regions in parietal cortex mediate the attentional processes required to perform the imagery task, irrespective of stimulus-content. Electrophysiological and lesion studies have shown that the prefrontal cortex is not only crucial for object recognition (Bechevalier & Mishkin, 1986), but importantly, that category-selective responses exist in the monkey prefrontal cortex (Freedman et al., 2001). Current models of visual working memory (Miller et al. 1996; Fuster & Bauer, 1974) posit that visual working memory is mediated by neuronal interactions between prefrontal and occipito-temporal cortices. Evidence for the existence of similar mechanism in the human brain comes from working memory studies showing that the retrieval of visual information is mediated by a top-down flow of information from prefrontal cortex to category-selective regions in the ventral stream (e.g., Druzgal & D’Esposito, 2003). Our visual imagery studies further show that content-specific imagery effects in the ventral stream are mediated by top-down mechanisms arising in prefrontal cortex (Ishai et al., 2000b, 2002; Mechelli et al., 2004).

**Recognition memory and visual similarity**

The neural mechanism that mediates the retrieval of newly learned pictures from memory is currently unknown. We conducted a series of event-related fMRI studies to investigate how novel pictorial representations are formed in the cortex and retrieved from LTM. As recognition memory requires matching new items with stored ones, we tested whether matching between new and old pictures depends on their visual similarity. In the first study, the experimental approach combined explicit category learning with a recognition memory task, and original sets of stimuli, namely portraits, landscapes, and abstract compositions by six painters with a unique style (Modigliani, Renoir, Pissarro, Van Gogh, Kandinsky, and Miro). In the training session, subjects were told that paintings from each artist belonged to a category of paintings with a characteristic style and were instructed to memorize these pictures. Four days later, a memory retrieval session was conducted in the MR scanner. Subjects were presented with old and new pictures and indicated whether they had seen these pictures before. The new paintings were either visually similar to the old ones, somewhat similar (ambiguous), or visually different (Figure 15.2). We predicted fast and accurate responses to the new, visually different items, and slower, less accurate responses to the new, similar and ambiguous pictures, due to their visual resemblance to the old items. Moreover, we predicted that activation in the visual cortex and in parietal and prefrontal regions would be modulated by the degree of visual similarity and expected reduced activity with decreased visual similarity between the new and the old pictures. The behavioural data showed that about 70% of the old paintings were correctly recognized and that responses to the new pictures depended on their visual similarity to the old ones. Subjects responded faster and more accurately to new, visually different items, and longer latencies were associated with the new, similar pictures. We found activation in a distributed cortical network that included regions in visual, parietal, and prefrontal cortices, where responses evoked by the new items were modulated by their visual similarity to the old pictures (Figure 15.2). In the visual cortex, the paintings evoked activation in face- and object-responsive regions, where old pictures elicited stronger
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Consistent with our hypothesis, in the IPS and superior parietal lobule (SPL), responses evoked by new pictures were reduced with decreased similarity to the old ones. In memory-related areas, two patterns of activation were observed: in the caudate, insula, and anterior cingulate cortex (ACC), the old pictures elicited stronger activation than the new items, regardless of their visual similarity. When the old and new, visually similar pictures were contrasted with the new, visually ambiguous and different pictures (O+S vs. A+D), modulation by visual similarity was found in the precuneus, where the new, visually different items evoked the strongest activation, and in the intraparietal sulcus (IPS), where activation was reduced with decreased visual similarity to the old paintings. In the insula and the anterior cingulate cortex (ACC), the old paintings evoked stronger activation than all the new ones. The paintings: ‘Black Lines’ (old); ‘Panel’ (new, visually similar); ‘Church’ (new, ambiguous) by Kandinsky; ‘Tunisian Garden’ by Klee (new, different).

Figure 15.2 Recognition memory is modulated by visual similarity. Subjects memorized art paintings and four days later, a memory retrieval session was conducted in the MR scanner. The old paintings (O) were mixed with new ones that were visually similar (S), ambiguous (A), or different (D), and subjects indicated whether they had seen each picture before. The fMRI data analysis revealed activation within a distributed cortical network. In the inferior occipital gyrus (IOG), an extrastriate visual region, the old pictures evoked stronger activation than all the new items, regardless of their visual similarity. When the old and new, visually similar pictures were contrasted with the new, visually ambiguous and different pictures (O+S vs. A+D), modulation by visual similarity was found in the precuneus, where the new, visually different items evoked the strongest activation, and in the intraparietal sulcus (IPS), where activation was reduced with decreased visual similarity to the old paintings. In the insula and the anterior cingulate cortex (ACC), the old paintings evoked stronger activation than all the new ones. The paintings: ‘Black Lines’ (old); ‘Panel’ (new, visually similar); ‘Church’ (new, ambiguous) by Kandinsky; ‘Tunisian Garden’ by Klee (new, different).
items are classified as a match or a mismatch based on their similarity to the old pictures (Yago & Ishai, 2006).

Our old-new recognition memory tasks did not address the issue of memory processes and the extent to which the observed behavioural and neural responses were due to recollection- or familiarity-based memory decisions. To test whether recollection and familiarity judgments were influenced by the degree of visual similarity between old and new pictures, we conducted a behavioural study. A new group of subjects memorized the paintings and four days later returned for a memory test in which they had to indicate whether they remembered the picture, the picture looked familiar, or the picture was new. Consistent with our hypothesis, subjects correctly recognized more new, visually different items and the response latency was significantly shorter than responses to the new, similar, or ambiguous paintings. We found that the proportion of false alarms, namely Remember and Know responses to new pictures, was reduced with reduced visual similarity between the new pictures and the old ones. The number of Know responses to the new, similar items was significantly higher than the number of Know responses to the ambiguous and different paintings. It therefore seems that mistaking new pictures for old ones is associated with feelings of familiarity, not recollection (Ishai & Wiesmann, 2007).

Our study with art paintings has shown that recognition memory of newly learned, visually similar items is associated with many false alarms, namely erroneous responses subjects make, mistaking new items for old ones. To further investigate the neural correlates of false memory, we conducted a second study with unfamiliar South Korean faces. Caucasian subjects, who had limited exposure to Asian faces in their environment, memorized unfamiliar neutral and happy South Korean faces, and four days later performed a recognition memory task in the MR scanner. Previously seen faces were recognized faster and more accurately than new faces. Response latencies for misses were significantly longer than the response latencies for hits, and response latencies for hits were significantly longer than the latencies for false alarms. These behavioural data suggest that it took subjects longer to decide whether a face was new, probably due to the high visual similarity between the South Korean faces. The recognition memory task elicited activation within a distributed cortical network that included visual, parietal, and prefrontal regions. Within all regions, previously seen faces evoked stronger activation than new faces and the response to happy faces was very similar to the response to neutral faces. In parietal and prefrontal cortices, activation during correct trials was stronger than activation during incorrect trials. Finally, in the hippocampus, false alarms to happy faces evoked stronger activation than false alarms to neutral faces (Ishai & Yago, 2006).

Recognition memory of portraits, landscapes, abstract paintings, and South Korean faces evoked activation in face- and object-responsive regions in the visual cortex. In the lateral fusiform gyrus, a face-responsive region (Kanwisher et al., 1997), portraits elicited stronger activation than landscapes and abstract paintings. In the medial fusiform and parahippocampal gyri, regions that respond to houses and places, respectively (Aguirre et al., 1998; Epstein & Kanwisher, 1998; Ishai et al., 1999), landscapes evoked stronger activation than portraits and abstract paintings. In the posterior fusiform gyrus, abstract paintings evoked stronger activation than portraits and landscapes. Finally, landscapes
and abstract paintings evoked stronger responses than portraits in dorsal occipital cortex. Within these face- and object-selective regions, previously seen pictures evoked stronger responses than the new items. The patterns of activation observed in the visual cortex indicate that explicit encoding of pictures results in stimulus-specific representations, consistent with numerous category learning (Reber et al., 1998), visual imagery (Ishai et al., Mechelli et al., 2004), working memory (Druzgal & D’Esposito, 2003) and associative memory retrieval (Ranganath et al., 2004) studies, which showed stimulus-specific memory traces in the human visual ventral stream.

Activation in parietal cortex during recognition memory of paintings revealed stronger responses to the old pictures than to the new items. Furthermore, confirming our hypothesis, activation within these regions was reduced with decreased similarity between the new paintings and the old ones. The IPS and the SPL, regions of the dorsal frontoparietal attention network, were implicated in many cognitive studies of attention. In particular, both regions were activated in target detection tasks (Corbetta et al., 2000; Shulman et al., 2001; Kincade et al., 2005). The old items, for which the correct response was ‘Yes, I had seen these pictures before’, were randomly mixed with new, never seen before pictures. It is highly likely that subjects were searching for and detecting these old paintings as ‘targets’. We observed shorter reaction times and decreased amplitudes of the fMRI signal with decreased similarity to the old items. The enhanced activation evoked by the old pictures and the reduced activity elicited by the new, visually different pictures suggest that the IPS and SPL process the segmentation of old from new items (Pollmann et al., 2003). Thus, recognition of familiar pictures and target detection seem to be mediated by similar neural correlates within the attentional network. Numerous recognition memory studies have further shown that posterior parietal cortex does not merely ‘detect old items’ but, rather, mediates higher order cognitive processes associated with memory retrieval (Konishi et al., 2000; Wheeler & Buckner, 2003; Shannon & Buckner, 2004). Our data also support the ‘mnemonic accumulator’ hypothesis, according to which recognition memory decisions are based on the integration of sensory signals (Wagner et al., 2005).

Explicit encoding and recognition of the paintings, revealed activation in multiple memory-related areas, with two distinct patterns of response: stronger activation for the old pictures in the caudate, ACC and the insula, and stronger activation for new, visually different items in the precuneus, STG, and the SFG. Some of these regions were implicated in previous studies of category learning (e.g. Reber et al., 2002; Vogels et al., 2002). Our study revealed differential activation within these regions as a function of visual similarity between old and new pictures. In the caudate, ACC, and insula, the old paintings evoked stronger activation than all new items, regardless of their visual similarity. These regions therefore likely mediate the correct classification of the old items, consistent with previous reports about their role in memory retrieval, target detection, and category learning (Poldrack et al., 1999; Seger & Cincotta, 2002). It is of interest that the pattern of activation in the caudate, ACC, and insula resembles that of the face- and object-responsive regions in the visual cortex, where old pictures evoked stronger responses than new ones. The enhanced activation elicited by the old items is consistent with visual categorization studies in monkeys that showed stronger responses to familiar
prototypes in IT and PFC (Freedman et al., 2003). Moreover, it has been shown that during associative learning in monkeys, rapid learning-related responses in the caudate precedes slower responses in the PFC, further suggesting that output from the basal ganglia also modulates PFC activation during learning (Pasupathy & Miller, 2005). An fMRI study in humans has shown that the caudate has two functional roles in category learning: the body and tail mediate classification, whereas the head processes feedback during learning (Seger & Cincotta, 2005). It therefore seems that in addition to stimulus-specific representations stored in visual and prefrontal regions, recognition of familiar pictures requires output signals from the striatum. In the precuneus, STG, and SFG, regions implicated in many studies of memory retrieval (e.g. Fletcher et al., 1995; Shannon & Buckner, 2004; Yonelinas et al., 2005), the new, visually different exemplars evoked stronger activation than both the old and the new, visually similar pictures. Behaviourally, responses to the new, visually different pictures were faster and more accurate than responses to the visually similar ones. It is likely that the visually different, or mismatch items were classified as new within these regions.

Recognition memory of South Korean faces revealed activation in the IFG, insula, and ACC. Within these regions, responses during correct trials, regardless of stimulus type (old or new faces) were stronger than responses during incorrect trials. Previous functional brain imaging studies have implicated the prefrontal cortex in memory formation (Buckner et al., 1999) and monitoring during retrieval (Buckner & Wheeler, 2001). Enhanced activation in parietal and prefrontal regions in response to old items has been reported in numerous fMRI studies (Kahn et al., 2004). This ‘old-new’ parieto-frontal effect is also consistent with the ERP correlates of recollection, namely a positive shift in waveforms elicited by correctly classified old items relative to the waveforms evoked by new items in the left parietal cortex, and a sustained positive shift elicited by old items in the right prefrontal cortex (Rugg et al., 2002). Most functional brain imaging studies of episodic memory retrieval have used written words, and not pictures, as stimuli (Cabeza et al., 2003; Rugg & Wilding, 2000). Moreover, our task required a simple ‘Yes-No’ recognition, whereas other studies of episodic retrieval employed the ‘Remember-Know’ procedure (Rugg & Yonelinas, 2003). Finally, the ERP and fMRI techniques detect different signals, namely scalp electrical activity and the haemodynamic response, which reflect direct and indirect measures of neuronal activity, respectively. Hemispheric asymmetries should therefore be carefully interpreted.

In both recognition memory studies we found differential patterns of activation in the hippocampus. The new, visually similar paintings evoked less activation than both the old and the new, visually different items. Moreover, activation evoked by false alarms to happy South Korean faces was stronger than activation elicited by false alarms to neutral faces, suggesting that emotional faces are more susceptible to be mistaken as familiar faces and are therefore likely to induce illusory memories. Activation in the hippocampus has been observed in various memory-related processes, including recognition memory (Stark & Squire, 2001), maintenance in working memory (Ranganath & D’Esposito, 2001), source memory (Davachi et al., 2003), generation of visual images from STM (Ishai et al., 2002), and explicit categorization (Reber et al., 2003). Although it is currently
unclear to what extent the hippocampus mediates the recovery of true and false memory traces (Cabeza et al., 2001; Slotnick & Schacter, 2004), our findings suggest that true and false memories result in differential patterns of activation within this region. It has been reported that false memory can be induced by way of visual imagery. When subjects generate mental images of objects based on a corresponding word-cue and on some trials pictures of these objects are presented after the imagery task, some words are later falsely remembered as pictures. Interestingly, these false memories are associated with more positive posterior brain potentials (Gonsalves & Paller, 2000).

Taken collectively, our recognition memory studies have shown that retrieving pictures from LTM is mediated by a distributed cortical network, where activation is modulated by the visual similarity between old and new pictures: Face- and object-responsive regions in the visual cortex store stimulus-specific representations; parietal, and prefrontal regions mediate the retrieval and classification of old and new items; and the hippocampus mediates the recovery of true memory traces.

Conclusions

Retrieving pictures from LTM is mediated by a distributed neural system that includes visual, limbic, parietal, and prefrontal regions. Cognitive factors such as memory type (short- or long-term), attention, and visual similarity modulate the neural responses within these regions. The identification of distributed patterns of activation and their effective connectivity provides useful clues for theory building, however, bridging the gap between correlational data and a theory of human memory is not trivial and remains a challenge. Although my own research was tailored to test binary oppositions, the empirical findings described here clearly demonstrate the importance of understanding and integrating large-scale fMRI data. Thus, regardless of whether mental images are ‘pictorial’ or ‘propositional’, or whether ‘recollection’ and ‘familiarity’ are independent memory processes, the wide spread patterns of activation in the human brain during memory retrieval suggest that we should pursue cortical connectivity instead of dichotomies. Cognitive theories should therefore take into account the dynamics and modulation of neural coupling among nodes in distributed networks.

In order to develop functional, testable theories that go beyond mere localization of cognitive functions, we need new cognitive models. A few years ago, Mel has written: ‘The need for modeling in neuroscience is particularly intense because what most neuroscientists ultimately want to know about the brain is the model – that is, the laws governing the brain’s information processing functions. The brain as an electrical system, or a chemical system, is simply not the point. In general, the model as a research tool is more important when the system under study is more complex. In the extreme case of the brain, the most complicated machine known, the importance of gathering more facts about the brain through empirical studies must give way to efforts to relate brain facts to each other, which requires models matched to the complexity of the brain itself.’ (Mel, 2000). With the advent of brain-imaging technology and novel analytic tools, mapping higher cognitive functions is a feasible task, and better understanding of brain-imaging data would hopefully lead to the formulation of refined network models of the human brain.
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